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Naming Pictures*
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Pictures are inherently ambiguous but people categorize and name pictured objects
with remarkable consistency. However, the time to assign a name to a picture depends
on a large number of variables, ranging from the quality of the picture itself to the
level of hierarchy and frequency of the name. We review the empirical results in the
psychological literature on how people name pictured objects, summarizing the major
variables that affect the name assigned and the time spent assigning it. The underlying
regularities in these data are explained by properties of three mechanisms used in
picture naming: bottom-up perceptual encoding; hierarchical associative memory; and
top-down knowledge-based search. The properties ascribed to these mechanisms are
hypothesized on the basis of computational analyses and considerations of character-
istics of the neural systems underlying vision.

Introduction

PICTURES, ALTHOUGH SELDOM WORTH as many as a thousand words, can often serve as
labels, status reports, or even instructions. There are many advantages to using
pictures instead of words for these purposes; they are named faster than sequences of
words are read [1], they are language-independent, and even illiterates can interpret
them. However, pictures are not without drawbacks, especially their inherent
ambiguity; indeed, in principle there are an infinite number of interpretations of any
picture [2]. Of course, most interpretations of any given picture are wildly
implausible, but even so, pictures typically can be assigned more than one name, and
some pictures are more difficult to identify than others. To overcome these potential
problems, designers of visual representations and languages must understand how the
human brain processes pictures and the factors that influence its performance. In this
article we review the psychological literature on picture naming, which began with the
pioneering work of Cattell [3,4], and discuss the factors that determine what name
will be assigned to a picture and how easily a pictured object can be named in
different ways. We then describe three mechanisms used in naming pictures, and show
how principles that describe their processing can account for these findings.

Before going further, we must distinguish recognition, identification, and naming.
After recognizing an observed picture, one has matched it to a stored representation
of the pictured object or scene, and knows only that it is familiar. This matching
process is exclusively visual, and does not result in a name or any other information.
In contrast, after identifying an object, one has access to the entire range of
information associated with it, including the sounds it makes, its texture, the
categories to which it belongs, some specific exemplars of its type, and so on. When
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one has identified an object, one has access to a multimodal set of information.
Indeed, input from multiple modalities can access these memories; for example, one
can identify a cat by its meow or its rub against the shins. The brain performs the
unimodal processing required for recognition before the multimodal processing that
constitutes identification [e.g. 5], matching visual memories before sending them to an
amodal associative memory [6]. Kosslyn [7] argues that this makes sense from a
computational point of view, because the problem of using inputs from multiple
modalities is simplified if prior modality-specific processing produces amodal
representations.

What we mean by picture naming, then, is merely a component of the identification
stage, the assignment of a word (or set of words) to the picture. Since a name is one
‘end product’ of visual information processing, the study of picture naming enables us
to draw inferences about the processing involved in both recognizing and identifying
objects. Thus, we must consider factors that affect matching visual representations as
well as those that affect associative memory access. We begin with factors that affect
how easily a shape can be recognized, and proceed to factors that affect using this
information to access the name in associative memory.

Factors that Affect Picture Naming

Tables 1, 2 and 3 summarize the findings of every article we could locate that
examined picture naming or name verification. We did not consider studies of
interference effects, priming effects, or special populations (such as brain-damaged
patients). Table 1 lists factors that affect the difficulty of encoding and recognizing a
picture, Table 2 lists factors that affect the name that is assigned to a picture, and
Table 3 lists factors that affect the difficulty of accessing and/or producing the
assigned name. We discuss them in turn below.

Encoding and Recognizing the Picture

Not surprisingly, the time taken to name a picture in part depends on qualities of the
picture itself. The following variables have been found to affect naming times:

* Degraded contours Subjects require more time to name drawings when the
contours have been degraded. Eliminating part of the contour is particularly
disruptive when vertices are removed [8]; although removing portions of segments
between vertices impairs naming, the effect is smaller than when vertices are removed.

* Missing parts Subjects require more time to name objects when parts have been
removed [8, 9].

* Disrupting parts Breaking parts in the middle does not retard naming times
compared to disconnecting parts at their natural boundaries. For example, cutting the
blades of a pair of scissors in two at arbitrary points retards times to the same degree
as disconnecting the blades from the handles. In either case, subjects name divided
objects more slowly than intact objects [9].

* Spatial relations among parts The effect of dividing an object into parts is
amplified if the parts are scrambled. Subjects have great difficulty naming objects
when the spatial relations among their parts are disrupted; this effect is much larger
than the effect of breaking objects into parts versus leaving them intact [9].
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Table 1. Factors that affect the difficulty of encoding and recognizing a picture.

Condition

. Task/results

Reference

Degraded contours:

Producing name:

Biederman [8], Figure 20,

Vertices: 25% removed 773ms combined across three exposure durations
45% 812ms (means read off graphs)
65% 910ms
Midsegments:  25% 762ms
45% 782ms
65% 867ms
Missing parts: Producing name: Biederman [8], Figure 15, nine-component
Parts missing: 0 700ms objects only (means read off graph); replicated
3 775ms by Cave and Kosslyn [9]
5 820ms
6 1015ms
Disrupting parts: Producing name: Cave and Kosslyn [9], Experiment 2
Natural boundaries 1110ms (nonsignificant difference)
Broken in middle 1138ms
Spatial relations among parts: Producing name: Cave and Kosslyn [9], Experiment 2
Natural 1210ms
Unnatural 1258ms
Angle (from upright): Producing name:  Jolicoeur [10], Experiment 1, first block trials
o° 830ms only (means read off graphs)
60° 880ms
120° 945ms
180° 950ms
240° 910ms
300° 930ms
Perspective Canonicalness: Producing name: Palmer et al. [13], Experiment 2, unprimed
Low 840ms condition only (means read off graphs);
Medium-low 790ms subjects had list of names to use in advance
Medium-high 745ms
High 730ms

Foreshortened views:
45° to lateral
80° to lateral

Similarity of category members:

Producing name:

1167ms
1460ms

Producing name:

Humphrey and Jolicoeur [14], Experiment 1;
long times may be due to relatively small size
of pictures

Humpbhreys et al. [16], Experiment 1

Similar (high) 942ms
Distinct (low) 852ms
Similarity between categories: Classtfication: Snodgrass and McCullough [18], Experiment 1
Similar (fruits/vegetables) 808ms
Dissimiliar (animals/fruits) 628ms

Stimulus modality
Line drawing
Colour photograph

Producing name:

907ms
918ms

Biederman and Ju [19], Experiment 1, averaged
over exposure durations (nonsignificant
difference)

« Angle Pictured objects require more time to name when whey are tilted from
the standard upright. Indeed, there is a monotonic increase in naming time with the
angular deviation of objects from the standard upright orientation, although there can
be a dip in the curve at 180 degrees [10]. (This may be a special case, however, because
a picture ‘rotated’ 180 degrees from upright has simply been flipped along the
horizontal and vertical axes.) The general increase in time with angle is much less than
that observed in typical ‘mental rotation’ experiments in which mental images of
objects are manipulated [11]. Furthermore, the effect was significant only the first few
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times the pictures were seen, diminishing greatly with practice. This practice effect
does not transfer to new objects; that is, even after subjects learn to name a set of
objects in unfamiliar orientations, they cannot easily name novel objects in unfamiliar
orientations [cf. 12].

* Perspective Pictures are named most quickly when seen from a ‘canonical’
point of view, which tends to be from a point above and to one side of the front of
the object [13]. Similarly, subjects name pictures more slowly when they are more
foreshortened; when more extreme perspective effects alter the shape envelope, more
time is required to produce the name [14]. However, practice in naming an object
from a canonical perspective transfers somewhat to naming the same object from
other perspectives [15].

»  Similarity within and between categories Objects in pictures are categorized
more quickly when their shapes are distinct from those of other objects in the
category [16, 17]. When subjects must assign a picture to one of two categories given
to them in advance, they are faster when there is little visual similarity between the
categories, as an animal/fruit judgment compared to a fruit/vegetable judgment [18].

o Stimulus modality Subjects take the same amount of time to name an object
in a colour photograph and in a line drawing, even for objects whose colour is partially
diagnostic of their identity [19].

Assigning a Name

Several factors influence what name will be assigned to a picture.

s Typicality More typical examples of a category are named as members of the
category more often (on 69:0% vs. 41:0% of trials [20]) and more quickly [21] than
less typical members. For example, a picture of a canary is named ‘bird’ more
frequently and rapidly than is a picture of a swan.

s Level of hierarchy Subjects tend to name an object at the ‘basic level’ of the
object’s taxonomic classification system. The basic level has been characterized in a
number of ways [22]. For present purposes, the most important criterion is shape
overlap: The basic level is the most inclusive level at which the members of a
category have very similar shapes. For example, a navel orange would be named
‘orange’ (the basic level) rather than ‘navel orange’ (the subordinate level) or “fruit’
(the superordinate level). All navel oranges have very similar shapes, but the shapes of
oranges in general overlap only slightly less than those of navel oranges; in contrast,
shapes of members of the category fruit (which includes bananas, grapes, kiwis, etc.)
do not overlap very much. Thus, the basic level is orange.

In one experiment, the basic level was used on 78:3% of the correct trials when
subjects were asked simply to provide the first name for a stimulus that came to mind,
compared to 21-6% for subordinate and 0-1% for superordinate levels [20]. As is
evident in Table 2, when subjects are given a name and then asked whether it is
appropriate for a picture, they generally verify names fastest when the names are at
the basic level [22, 23]. However, the differences in time to verify different kinds of
names diminish and eventually vanish with practice; subjects eventually become
equally adept at naming pictured objects at superordinate, basic, and subordinate
levels [23].

» Interactions between typicality and level of hierarchy As is evident in Table 2,
the name people assign to a picture depends on both its typicality and its level of
hierarchy. In the experiment discussed above [20], subjects chose the basic level
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Table 2. Factors that affect which name is assigned to a picture.

Condition Task/results Reference
Typicality within category: Producing name: Smith et al. [21], Experiment 2; replicated by Jolicoeur
Typical 840ms et al. [20], Experiment 3
Atypical 858ms
Level of hierarchy : Verifying name:  Rosch et al. [22], Experiment 7, true trials only;
Superordinate 590ms replicated by Murphy and Brownell [23],
Basic 535ms Experiment 1
Subordinate 659ms
Practice (block x level): Verifying name: ~ Murphy and Brownell [23], Experiment 1, true trials
Block 1: Superordinate 833ms only, name appeared for 2500ms before being joined
Basic 709ms by picture on screen
Subordinate 803ms
Block 2: Superordinate 760ms
Basic 677ms
Subordinate 709ms
Block 3: Superordinate 750ms
Basic 648ms
Subordinate 593ms
Level % typicality: Verifying name:  Murphy and Brownell [23], Experiment 1, true trials
Superordinate: Typical 779ms only; typicality was for the basic level of the
Atypical  784ms superordinate level
Basic: Typical 613ms
Atypical 744ms
Subordinate: Typical 675ms

Atypical 729ms
Producing name: Jolicoeur et al. [20], Experiment 4; first four entries

Superordinate: Typical 1120ms replicated by Smith et al. [21] with subjects given
Atypical 1290ms list of names in advance
Basic: Basic typical 890ms
Basic atypical 885ms
Subordinate typical 880ms
Subordinate atypical 990ms
Subordinate: Typical 990ms
Atypical 900ms

86:7% of the time, vs. 13-1% for the subordinate level, when the object was typical;
in contrast, they chose the basic level 69-0% of the time, vs. 31-0% for the
subordinate level, when the object was atypical [20]. Although the experiment did not
address this specific issue, it appears that the more atypical an object is for its
category, the more likely it is to be named at a level subordinate to the basic level.

In addition, if an object is a typical exemplar of its basic-level category, it is
assigned a basic-level name more quickly than are atypical objects in the category.
However, if the object is an atypical exemplar, it is named fastest not at the basic
level, but at a level subordinate to it. For example, a penguin is named ‘penguin’ more
quickly than it is named ‘bird” when subjects are given alternative labels in advance to
use to name pictures [20].

The time to name an object at its basic or a subordinate level does not depend on
how typical the object is of its superordinate category. For example, a watermelon is
not a typical fruit, but it will nevertheless be named ‘watermelon’ as quickly as an
apple will be named ‘apple’. In contrast, subjects are almost always generally slowest
to label an object at a superordinate level (when they are supplied with a list of names
in advance and asked to use only members of the list to name pictured objects),
compared to the basic or a subordinate level, but objects that are typical of a
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Table 3. Factors that affect the difficulty of accessing or producing picture names.

Condition Task/results Reference
Name frequency: Producing name: Oldfield and Wingfield [24], categories of frequency
High 654ms recreated from item data; replicated by Bartram [15]
Medium 737ms
Low 1113ms
Frequency X similarity:  Producing name: Humphreys et al. [16], Experiment 1
High: Similar 969ms
Distinct 800ms
Low: Similar 916ms
Distinct 905ms
Familiarity of object: Producing name:  Jolicoeur [10], Experiment 2, first block trials only
Familiar 1098ms
Unfamiliar 1298ms
Verifying name: ~ Wingfield [26], Experiment 2, yes trials only, names
Common 495ms presented auditorily before appearance of picture
Rare 508ms

superordinate category are assigned the superordinate name faster than those that are
atypical [20, 23].

In another task subjects are given a word followed by a picture, and are asked
whether the word is a correct name for the picture. In this case, names of basic-level
categories are compared to pictures of typical members more quickly than to pictures
of atypical members. When the subjects are asked to verify a name superordinate to
the basic level, the typicality of the picture at the basic level does not affect times [23].
In this case a name remained in view for 2500 ms before a picture was presented. The
responses in this experiment are among the fastest in Table 2, suggesting that subjects
can use the time before the picture appears to access useful information in advance.

Accessing the Name

The third important class of variables affects the time to produce the name itself.

e Name frequency Subjects name pictures more quickly when the name itself has
a higher frequency of occurrence in the language [24,15]. The effect of name
frequency is larger if the object belongs to a heterogeneous category; if objects in a
category have dissimilar shapes, times not only are generally faster (as noted above),
but are especially fast for high-frequency names [16].

o Age-of-acquisition of name Subjects label pictures more quickly with names
that are learned earlier in life. Indeed, this variable is correlated higher with naming
times than is word frequency [25].

» Familiarity Subjects name familiar objects more quickly than unfamiliar ones
[10, 26]. This effect is often small and tends to be evident only when subjects name a
picture for the first time [10].

* Nondefault naming We have already discussed the frequency with which
names at different levels of hierarchy are used to label an object. Subjects require
more time to name an object if required to produce a name superordinate or
subordinate to the default name [20].
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Mechanisms of Picture Naming

The regularities in the data reviewed above suggest that we must consider properties
of three mechanisms in order to understand how names are assigned to pictures. In
order to understand naming we must first consider some essential aspects of how
pictures are perceptually encoded and recognized. Such modality-specific processing
is a prelude to naming itself. Next, at the heart of the process of assigning the name is
an associative memory, in which input makes contact with stored information
(including names). Finally, in some cases one will need to collect additional
information to assign a name, which often involves top-down processing. Figure 1
outlines a theory of the information flow between these mechanisms in the brain; the
detailed motivation for this particular decomposition is presented elsewhere [27].

Input to Associative Memory

Several aspects of the human visual system affect how objects are named and how easy
it is to name them.

o Object properties vs. spatial properties One of the more striking discoveries in
cognitive neuroscience is that object properties (such as shape and colour) are
processed in different cortical systems from spatial properties (such as location and
size). Object properties are analysed primarily in the temporal lobes, whereas spatial
properties are analysed primarily in the parietal lobes (for reviews see [28-30]).
These inferences are based on the effects of different lesions of the brain, results of
recording from single neurons in the different areas, and anatomical studies that have
documented distinct pathways leading from primary visual cortex in the occipital lobe
to the other lobes (for a brief review, see [27]).

o Attention window There is more information entering the visual system than
can be fully processed in real time. Attention, the selective aspect of perception,
screens out all but a specific portion of the input, which is passed along for further
processing. There is ample evidence that one can attend to only a single contiguous
region of space at a time (e.g. [31-34)). Furthermore, there is a trade-off between

Top-Down Search Systems

Visual
Spatial Properties Encoding Cortex
€ (parietal lobe)
Associative
Memory :
— Object Properties Encoding
(temporal lobe) (occipital lobe)

Figure 1. The major systems of high-level visual processing (adapted from [27])
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scope and resolution in attention: in general, the larger the visual angle attended to,
the poorer the perceived resolution (e.g. [35-39]). This property follows if there are
only a fixed number of cutput lines from the attention window, and they can be
allocated over a small region, resulting in high resolution, or over a large region,
resulting in low resolution.

Thus, if a picture is too large (subtending more than about two degrees of visual
angle), one may not be able to attend to its entire shape with high resolution. In this
case, multiple eye fixations will be used to examine the picture. This is important
because different systems encode the location of each fixation and the shape found at
the location, and hence this information must be integrated downstream in processing.

o Constraint satisfaction in wvisual memory Pictures can be identified when
arbitrary portions are deleted. This was one of the phenomena that led Lowe to argue
that certain aspects of shape are relatively invariant over various projections of the
object [40]. These ‘nonaccidental properties’ include colinearity, parallel lines, points
of intersection, symmetries, and so on. (These ideas have been developed further by
Biederman [8].) Given such attributes, one can recognize objects by applying the
‘viewpoint consistency constraint,’ which states that stored representations of an
object should be accessed only when the observed nonaccidental properties are
consistent with seeing that object from a single point of view [41]. Although the
individual nonaccidental properties only weakly constrain the recognition process, the
requirement that the entire set be mutually consistent with seeing an object from a
single point of view is not weak. Indeed, the constraints posed by the entire set of
nonaccidental properties often may overdetermine recognition; many different subsets
of the nonaccidental properties may suffice to recognize an object. Thus, deleting
portions of an object will slow down recognition but not prevent it entirely.

By the same token, the object-properties encoding system can generalize over slight
variations in shape. Thus, a range of different shapes can produce the same output.
This generalization property is useful because members of a category often differ in
minor ways. If an object’s shape is very different from that of the typical members of
its category (e.g. a penguin vs. a typical bird), however, it will not be easily subsumed
by the representation of the typical shape. In such cases, we expect the system to
store a new representation of the atypical shape, which will later match the input
from the atypical object better than will the representation of thé prototypical shape.

Associative Memory

When a picture is identified, one knows more about it than is apparent in the
immediate sensory input. The goal of processing visual input, then, is to ‘connect’ it
to the appropriate stored representations and gain access to additional information
about the stimulus.

Associative memory must be structured to allow a variety of inputs to access the
same set of representations, given that one can identify objects when they are partially
occluded, when they are missing key parts, or when they have optional parts added
or deleted. Thus, the presence or absence of no single feature is necessary and sufficient
for identification in most cases. Rather, the input to associative memory places
constraints on which object (or objects) might be present, and the goal of processing
within associative memory is to find the representation that best satisfies those
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constraints. The system attempts to ‘decide’ what object is present by converging on
the stored representation that is most consistent ‘with the inputs to associative
memory. This kind of constraint-satisfaction process can be accomplished efficiently
in parallel distributed processing systems (e.g. [42, 43]) The system must seek
confirmatory evidence, in the form of input that satisfies constraints, and at least in
some cases may also have to disconfirm hypotheses by finding properties that are
inconsistent with one or more of the competing stored representations.

 Constraint satisfaction in associative memory A simple implementation of such
a constraint-satisfaction system for visual object recognition was proposed by
Feldman [44]. Each object known to the system is represented as a node in a network
of mutually inhibitory processing units. Each such ‘object unit’ is excited by a set of
‘feature units’ representing the properties or visual features associated with the object,
so that the object unit becomes more activated when more of its associated properties
are present. As a unit becomes more activated, its inhibition of other object units
increases, yielding a ‘winner take all’ mechanism that results in only one object unit
eventually being fully active. This system of local computation with connections
among competing representations can perform the entire decision-making job without
an intelligent agent overseeing the process.

Wittgenstein noted that categories seldom have sharply delineated boundaries,
defined by sets of necessary and sufficient features; rather, category members are
more often related by ‘family resemblance’ with each possessing some number of an
overall set of features that can apply to the category [45]. Therefore, many exemplars
of a class of objects have additional optional parts or are missing certain parts; for
instance, chairs may or may not have arms and dogs may or may not have tails.
Since the overall shape of the object depends on the parts that are present, proper
generalizations from examplar to category cannot be made simply by generalizing to
similar shapes (i.e. by treating as equivalent all shapes that fall within some range of
variation from a prototype shape).

One way to solve this generalization problem is to assign an object to a category
when a subset of that category’s associated properties have been matched, allowing
different subsets to be used in different situations. Each property of the input becomes
a piece of evidence, with object identification occurring once enough evidence has
accumulated, regardless of which specific pieces of evidence have been found. For
example, the presence of at least three of the properties of a typical chair might be
necessary to identify an input object as a chair; the sets {back, seat, legs}, {arms, seat,
legs}, and {arms, cushion, back} would each provide sufficient evidence for a ‘chair’
classification. Unfortunately, the solution cannot be this simple because different
properties are more or less diagnostic of an object’s identity. For example, because a
stool also has a seat and legs, finding a seat and a back would be much more
important in identifying a chair than finding a seat and legs. Hence, we need a more
sophisticated mechanism to solve the generalization problem.

Proper generalization can be made if we add to the connection between each feature
unit and object unit a “distinctiveness weight’, which represents how distinctive the
particular feature is, and therefore how diagnostic the feature is in identifying the
object. Every time an input property matches a stored property, the weight associated
with that property is added to total accumulating for each object. An object is
considered identified when its accumulated weight exceeds a threshold, regardless
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of which features were activated and contributed their distinctiveness weights. Thus, a
variety of different property combinations can provide sufficient total weight to
identify a particular object. For example, suppose that the ‘chair’ unit has different
weights for these feature units: ‘back’ (very important, very high weight), ‘seat’
(important, high weight), ‘legs’ (relatively important, medium weight), ‘arms’ (not
important, low weight). The system could identify a wide variety of chairs if the
threshold were set to be exceeded by the activation of ‘back’ and one of the other
properties, or perhaps by the activation of all the properties but ‘seat’ (cf. [46]).

The correct weight for each property-unit-to-object-unit connection can be set by
increasing it (but not necessarily by a uniform amount) every time the property is
used to diagnose the presence of the object. Many learning algorithms explored for
parallel distributed processing networks, including versions of the simple Hebb rule
[47], can accomplish this task easily. Since an object’s distinctive properties are
defined as those that distinguish it from other similar objects, they will be used
disproportionately often to identify the object, and hence the weights between their
units and the object unit will become relatively large. (To avoid the potential problem
of all weights continually increasing, we can assign a total weight limit to each object
unit and require that the sum of the weights of the connections from all property
units to the object unit not exceed that limit; the limit might be determined by the
availability of fixed quantities of neural resources. In learning, then, weight would be
redistributed among connections rather than simply added to all.)

Finally, note that the amount of evidence from the input required for object
identification can differ in various situations. For example, a farmer gathering his cows
at dusk can identify them from no more sensory input than passing shadows seen out
of the corner of his eye. We can account for such abilities by allowing object unit
thresholds in associative memory to be altered by context, with different amounts of
information treated as criterial in different circumstances.

We can also understand another ability if thresholds can be adjusted by context.
One can name objects at a requested level of hierarchy, e.g. one can name an
individual from a picture of his face in one context, and name the object as ‘face’ in
another. If thresholds can be dynamically altered, one need only raise them for certain
object units to inhibit specific stimulus classifications (such as ‘face’ and ‘man’) in
specific contexts. Therefore, we posit that associative memory incorporates a
mechanism to inhibit activation of certain types of representations, depending on the
task at hand. It follows that there must be some way to index those classes of
representations. This index could be explicit, such as a property for each representa-
tion indicating its level of specificity, implicit, such a count of its superordinates in the
hierarchy, or both.

o Level of hierarchy in associative memory One reason objects should be
identified first at the basic level is because the process of doing so will activate the
maximum number of properties that probably apply to the stimulus, giving immediate
access to as much implicit information as possible. However, the basic level does not
have this virtue for objects that are atypical of their categories. For example, initially
categorizing a penguin as a bird would not be helpful, because it would activate many
of the properties of birds that do not apply to penguins—they do not sing and do not
fly. Furthermore, it would fail to activate many properties of penguins that do not
generally apply to birds—they have adaptations for underwater swimming, and so on.
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In such cases, when an object’s overall shape is very different from that of the
typical member of its category, we expect the input shape to match the representation
of that particular shape better than the representation of the typical shape. Indeed,
these outliers often also have unusual sizes and orientations, which also enable the
spatial properties encoding system to provide distinctive information. For atypical
objects, then, associative memory may receive different inputs from both the object
and spatial properties encoding systems than it receives for typical objects.

Thus, people often name typical objects at a basic level, but name atypical ones at a
level subordinate to the basic level [20]. Subjects tend to name an ostrich as an
ostrich, but a sparrow as a bird, or a Porsche as a Porsche, but a Chevrolet as a car,
and so on. The level of hierarchy at which a representation provides the maximum
likely properties is called the entry level [20].

We expect the entry level representation to be the first to be activated because of
two properties of associative memory. First, object units that have more associated
properties that match those in the input, and fewer that do not match those in the
input, will be better activated, and hence will more successfully inhibit representations
of competing objects in associative memory. Thus, the system will be driven to
activate representations associated with more of the properties in the input. This
principle tends to drive the system to activate more specific, subordinate representa-
tions; this process is limited, however, by the specificity of the input reaching
associative memory. Second, an intermediate (basic) level representation will be
activated for typical objects because the output from visual memory is not sensitive
to the relatively small variations among instances of typical objects—differences in
shape are generalized away in the object properties encoding system and are not
registered by the spatial properties encoding system. Thus, for typical objects, the
initial input to associative memory will not contain enough information to identify
very specific representations. Additional information must be collected for the system
to encode subtle shape variations (e.g. by encoding individual parts at higher
resolution), and hence more time will be required (as will be discussed shortly).
Atypical objects, then, tend to be categorized initially at a more specific level because
their object and spatial properties are sufficiently different from those of the typical
members of their categories; thus, they activate different, more specific sets of feature
units in assoclative memory.

Top-down Hypothesis Testing

If the overall shape of an object closely matches a pattern stored in visual memory, a
single object representation in associative memory may be activated beyond its
threshold. In this case, the object can be identified without consideration of its spatial
properties. This exclusively bottom-up processing is likely to succeed only in certain
circumstances, namely when an object has a very distinctive shape or when context
biases the observer towards seeing a specific object. Even in such cases, it will not
succeed if the object is so large (subtending more than about two degrees of visual
angle) that it does not fall entirely on the retina’s high-resolution fovea, and therefore
requires multiple eye fixations to examine its entire shape. Whenever direct
recognition is impossible, object properties and spatial properties will have to be
integrated in associative memory, and attention shifted to new locations in space to
focus on other parts of the object.
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Two kinds of information can be used to direct attention. The first of these,
properties of the stimulus, can automatically draw one’s attention to a specific
location. Sudden changes in the input, such as movement or intensity variations, are
especially likely to have this effect [cf. 48]. Such bottom-up, stimulus-driven shifts of
attention are especially apparent in the behavior of very young infants (e.g. [49]). The
second, knowledge, belief, and expectation about yet-unobserved aspects of the
stimulus, can direct attention to a specific location to search for anticipated properties.
Such top-down influences on attention are apparent in the patterns of eye movements
recorded during object identification tasks (e.g. [50]). People focus on the parts of
pictures with the highest information content, systematically shifting among them
[51]; for example, when examining a face, subjects target its eyes, nose, and mouth for
the vast majority of their eye fixations.

Until one representation is activated above its threshold, additional object and
spatial properties need to be encoded and combined in associative memory, so additional
properties of the hypothesized object will be sought in the input. The object unit with
the greatest initial activation represents this ‘candidate’ object, and the difference
between its activation and those of its competitors dictates how easy it will be to
detect. The distinctiveness weights for the object’s properties can be used to guide
additional information-gathering, with the search proceeding from the most
distinctive unobserved property down the list until identification occurs or there are
no more properties worth looking for. (A theory of how such processing may occur
is developed elsewhere [27], so we will not reiterate the details here.)

Accounting for the Results

We now return to the data summarized in Tables 1, 2, and 3, and use the theoretical
ideas discussed above to sketch an account for each class of findings.

Encoding and Recognizing the Picture

These manipulations affect naming primarily because they affect the recognition
process in the object properties encoding system.

s Degraded contours Degrading the contours disrupts matching the input to
visual memories; vertices typically are ‘nonaccidental properties’, and hence con-
tribute especially strongly to the constraints that are used to recognize the input.
Thus, removing them has deleterious effects (cf. [52]).

o Missing parts More time will be required to converge on a single object
representation in associative memory when parts have been removed, because fewer
feature units will be activated by the stimulus.

e Disrupting parts The viewpoint consistency constraint depends on a proper
spatial arrangement among key features of shapes, and hence breaking up parts (for
example, exploding a slice out of a pie chart) will impair recognition.

» Spatial relations among parts Scrambling the positions of parts disrupts the
overall shape of an object, and hence the initial input will not match a stored
representation in visual memory very well. Thus, top-down search mechanisms will
be brought into play to collect additional information; however, when the locations of
the parts have been scrambled, it will be difficult to locate distinctive parts using
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stored information about their usual locations. Hence, the top-down search process
will be impaired and more time will be required to encode the information necessary
to identify the object. :

* Angle Novel pictures generally require more time to name when the pictured
objects are tilted from their standard upright position. The transient nature of this
effect reflects the operation of the viewpoint consistency constraint. Once a shape
representation has been encoded into visual memory, the input can be matched to it
regardless of the object’s orientation. However, when a picture is unfamiliar, it will
not match a stored representation very well, and hence a high-confidence match
cannot be made in visual memory. It is in this situation that top-down processing is
used. Such processing will not be optimal when an object is in an unusual orientation
because it will be difficult to locate distinctive parts. Hence, more time will be
required to name novel objects in nonstandard orientations.

The increased times with greater tilt can be understood if attention must be shifted
across the visual input to find sought parts, and more time is required when more
scanning is needed. The farther an object is tilted from the upright, the greater the
distance will be from the expected to the actual location of a sought part. Since this
process is circumvented only by encoding a new image into visual memory, there will
be no transfer of practice to dissimilar new objects (which have not been encoded into
visual memory).

s Perspective A canonical view of an object is named fastest for several reasons.
It not only matches the stored visual memory best, but also is the view in which the
most parts are visible. Thus, if top-down search is necessary, more parts will be
found efficiently. In contrast, when an object is foreshortened, parts are obscured and
it is more difficult to search top-down for distinctive parts. Practice with a canonical
view of an object transfers to other views [15] because it creates a near-optimal shape
representation. The canonical perspective depicts the most features, and hence will
match a novel input on average better than any other representation.

* Similarity of category members Subjects name objects in pictures more quickly
when the objects have shapes that are distinct from those of other objects in the
category. This result can be understood simply because a distinctive shape is likely to
be represented separately in visual memory; when a new shape is encountered, its
representation will be stored if it is not very similar to any previously stored
representation. Hence, a distinctive shape is likely to match a stored representation
very well, and produce a high-confidence output from visual memory. On the other
hand, if a shape is similar to others encoded into visual memory, it will match more
than one stored representation reasonably well; thus the output from visual memory
will be a low-confidence match, and additional information will need to be collected.

*  Similarity between categories When subjects indicated which of two previously
given categories applied to a picture [18], they could use top-down processing to
search for distinctive parts because there were only a few alternatives. If the objects
within each category are more similar to one another than to the objects in the other
category, it will be easier to locate a stored representation (in associative memory) of a
part that applies to the members of one category but not the other. In contrast, if the
objects in both categories all have similar shapes, it may be necessary to search for
several parts before identifying the stimulus. Hence, in this particular situation,
subjects can choose faster between two alternative categories for an object if the
dissimilarity in shape is greater between than within categories.
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*  Stimulus modality Line drawings simplify the problem of finding edges, and
make explicit the nonaccidental properties from the start. Hence, we are not surprised
that colour photographs are not named more quickly than line drawings. But why are
they not named more slowly? Because photographs include additional properties
(primarily colour and texture), the initial input to associative memory may contain
more properties. These additional constraints on the appropriate representation may
compensate for the additional time to extract the nonaccidental properties from
photographs.

Assigning a Name

As discussed earlier, the name assigned to a picture depends primarily on how it is
recognized (matched in visual memory), on the output from the dorsal spatial
properties system, on the organization of associative memory, and on the possible
need to collect additional properties after the initial ones (encoded during the first
pass) have been entered into associative memory. (It also depends on context, but we
will not discuss such effects further here.)

 Typicality Input shapes are matched to similar shapes stored in visual memory.
If a previously seen picture is very distinctive, it is likely to be stored as a separate
representation—because it is distinctive, when first seen it did not match any other
stored representations very well, and hence a new representation was created. In
contrast, if an object is typical of a category, it is likely not to be stored as a separate
exemplar—its image already corresponds to at least one stored representation, and
hence a new representation need not be created when it is seen.

Thus, a typical shape will tend to match a stored visual representation that will later
be labeled by its category name. Atypical shapes, in contrast, may match a
representation of an exemplar better than the representation of the typical shape. If
the match is best to an exemplar (e.g. penguin), then additional processing will be
required in associative memory to produce the name of the category (e.g. bird).
Therefore, typical members of a category will be assigned the category name faster
than atypical members.

» Level of hierarchy The constraint satisfaction mechanism in associative
memory usually will select basic level representations, because those object units will
be most activated by the input properties encoded on the first pass (these objects have
the most properties that match the input and the fewest that are not initially encoded).
If one spends more time studying the object, so that more properties are encoded,
then a subordinate level term will best classify the input.

People require more time to name objects at a superordinate level. This result
makes sense because the constraint-satisfaction mechanism in associative memory
produces a single name for an object at the entry level. Thus, a name at a
superordinate level must be inferred (by searching a hierarchical associative memory)
after the object is identified, and this process requires additional time. For example, if
a stimulus is initially identified as a dog, additional processing will be necessary to
infer that it is also an animal.

The role of top-down processing explains the results of the verification task in
which the names paired with objects were either above or below the object’s assumed
entry level name in the hierarchy [20]. For example, a picture of an apple could be



NAMING PICTURES 91

paired with the name ‘fruit’ or ‘delicious apple’. If the picture is named at the entry
level (e.g. ‘apple’), as expected, then its superordinate name can be verified merely by
searching associative memory. However, the subordinate name can only be verified
by collecting more information about the object. If, when asked whether an object is a
delicious apple, one first spontaneously names it ‘apple,” one must go back and look
carefully at its aspect ratio and dimpled bottom (using knowledge about the shape
of a delicious apple to guide the search). Only after such additional information is
collected can one verify that it is indeed a delicious and not a MaclIntosh or some
other kind of apple.

If this is what happens, then presenting a random pattern immediately after the
picture, which masks (wipes out) the iconic representation of the visual input, should
have very different effects when different kinds of names are being verified. If the
picture is masked when the name is a superordinate, this will not disrupt processing
in associative memory. Once the entry level representation has been activated over
threshold, superordinate category names can be accessed directly (if they are
associated with the object) or inferred (by some other system accessing associative
memory). However, if a picture is masked when the name is subordinate to the entry
level, this should greatly disrupt the additional top-down encoding cycles. For
example, if one names a canary as a bird, and has to decide whether it is a canary, one
needs to check whether it is yellow, of a certain size, and so on. If the picture is
masked, less information can be encoded and so this more specific categorization
should be difficult. This prediction was confirmed [20]; masking a picture did indeed
have very different effects depending on the to-be-verified name and the level of the
entry name.

The dissipation of the basic-level advantage with practice [23] suggests that over
time subjects become familiar with the properties that distinguish the pictures in the
particular set used as stimuli in an experiment. Hence, they can use top—down search
immediately to look for distinctive properties, obviating the need to wait for initial
object and spatial properties to narrow down the search space. Such a strategy would
disrupt the usual pattern of results because some objects have features that distinguish
them at a subordinate level, whereas others do not.

* Interactions between typicality and level of hierarchy We have already
discussed the concept of the entry level term, which accounts for why atypical objects
are named fastest not at the basic level, but at a level subordinate to it. What about
naming at a level superordinate to the entry level name? When an object must be
named at a superordinate level, more time is taken when the object is atypical for that
category. It is important to note that the same result is obtained when a word is
provided as input instead of a picture [20]. This finding suggests that the effect has
nothing to do with encoding or searching for visual properties, but rather, that the
picture is identified at the entry level, and an inference must be drawn from there. If
the object is atypical for members of that category, it is less likely to be directly
associated with the category in memory (either by having the superordinate listed as a
property of the object itself, or by having the object listed as an example of the
superordinate), and hence more time will be required to derive its superordinate
name.

In another task, subjects are given a name and then a picture, and asked whether the
name is appropriate. In this task, the typicality of the pictured object at the basic level
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does not affect the time to name it at a superodinate level [23]. At first glance, this
result is surprising: If subjects first name an object at the basic level, and then infer the
superordinate, typical objects should be named faster. However, this result is not so
surprising in light of the finding that subjects tend to name typical objects at the basic
level, and atypical ones at a subordinate level. A superordinate term may be associated
directly with an entry level name regardless of whether the entry level is basic or
subordinate; similarly, the entry level name itself may be directly associated with the
superordinate term. Therefore, in either case (typical or atypical), only one inference
will be required to access the superordinate name.

Accessing the Name

» Name frequency Subjects name objects more quickly when the label is a word
that is used frequently in the language. We assume that this effect reflects the ease of
accessing the representation of the name. When the word is used more often, it comes
to have stronger weights on its connections to the object unit in a parallel distributed
processing network. (Alternatively, one can think of this as moving the representation
of the name higher on the property list associated with the object.) In addition,
subjects use high-frequency names especially quickly when an object is in a category
whose members have dissimilar shapes. These especially fast times reflect more than a
faster match in visual memory for distinctive shapes and a more accessible name in
associative memory. If these two variables were all that were at work, the effects of
similarity and frequency would add, but they do not—subjects are especially fast
when using high-frequency words to name objects with distinctive shapes [16]. We
can understand this result if these distinctive shapes also have distinctive spatial
properties (e.g. size). If so, then more of the properties initially entering associative
memory will be distinctive (having high weights), and fewer properties will need to
be considered before processing in associative memory converges on a single
representation; consequently, naming times will be particularly fast.

o Age-of-acquisition of name The mechanism that accounts for the effect of
word frequency will also account for the effect of learning a word early in life. If a
word is entered into associative memory earlier in life, on average it will probably
have been accessed more often than one entered later in life, not only because the
word is particularly useful but also simply because the person has more
opportunities to use it. Hence, it will have a stronger weight on its connection to the
object representation (or be higher on a property list), and will be accessed more
readily than words learned later in life.

e Familiarity Familiar objects are named more quickly than unfamiliar ones. At
first glance, we could attempt to explain this finding by assuming that familiar objects
have a better representation in visual memory and/or that their names are more
accessible in associative memory. We rejected the second possibility for two reasons.
First, more familiar objects are named fastest the first time a picture is named in an
experiment, but not thereafter. This effect is analogous to that of orientation on
naming time, and hence can be explained by appeal to the same principles. We explain
the effects of orientation on naming time in part by noting that if the representations
in visual memory are not specific to the object, a perfect match will not be made, and
hence top-down search will be used. Once the subject sees particular stimuli used in



NAMING PICTURES 93

the task, either they can be explicitly represented in visual memory or distinctive
features can be noted and used to direct top-down search. In either case, the effects of
familiarity disappear with practice. Second, we argued that name frequency affects
times because the representation of the name itself becomes more accessible with
repeated use. This effect is more robust than the effect of familiarity, which would not
be expected if the same mechanism caused both effects.

» Nondefault naming 1f the entry level name is not appropriate for the task at
hand, then additional processing will be required. If the appropriate name is a
superordinate to the entry level name, then it must be inferred by searching
associative memory; if it is a subordinate, then additional information must be
collected. Both of these cases have been discussed above, and such additional
processing clearly will increase naming time.

Conclusions

Naming a picture is a complex activity, which is influenced by many factors. The
effects of these factors can be understood by considering the properties of three
classes of mechanisms, those used in bottom-up processing of the visual input, in
organizing and accessing associative memory, and in applying stored knowledge to
search top-down for distinctive properties of objects. Although we have had to make
numerous assumptions about these mechanisms to account for the data, the
assumptions are based on computational analyses and neural constraints [27] and,
perhaps most important, suggest clear new lines of empirical research to detail the
separate roles and interactions of the mechanisms.

Although the differences in times presented in Tables 1, 2 and 3 may not appear
very large, the statistically reliable ones (discussed in the review) index differences in
how much processing is necessary to identify a pictured object. When a viewer must
work harder to identify an object, he or she cannot work as well at a concurrent task
[53]. Since such concurrent tasks often lead the viewer to want to name a picture in
the first place, it is important that a viewer be able to interpret a picture as accurately,
easily, and rapidly as possible.

Thus, the results summarized here are important for human factors engineering.
They indicate what factors lead a viewer to name a picture in a particular way, and
what kinds of processing are necessary if a nondefault name is required. In short, if a
picture is to be easily named when it is initially seen, it should be drawn with intact
contours, have as many distinctive parts visible as possible, have parts in their typical
locations, and be presented upright or in a canonical orientation. In addition, if the
picture is used to label a general category, and hence the name of the category should
be evoked by it, then the pictured object should have a shape similar to other
members of its basic-level category; in contrast, if an exemplar name is required, the
object should have a distinctive shape. The shape should be familiar, and the name of
the object should occur often in the language.

The factors that influence the ease with which a viewer will connect a picture with
an idea should be kept in mind when images for visual databases are drawn, graphical
user interfaces are designed, and icons, online help, hypertext systems, and instruction
manuals are created. In addition, the mechanisms we describe to account for the
results may be applied in building artificial visual systems that mimic human
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performance. These mechanisms will prove useful not only because human beings
will interact easily with systems that mirror their abilities, but also because the
remarkable power of the human visual system is clearly worth emulating in its own
right.
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